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Abstract 

This paper introduces a Computer Vision-Based Assistance System to help people with visual 

impairments in their everyday lives. The system uses cutting-edge image processing and 

machine learning methods to spot objects, obstacles, and text, giving instant feedback through 

sound or touch. It aims to boost users' ability to move independently by helping them navigate 

tricky environments and recognize key info like street signs or product labels. The system we 

suggest can be built into wearable devices, offering smooth interaction for users with visual 

impairments. Our approach shows great promise to improve accessibility and overall life 

quality for people with trouble seeing. This paper describes the assisted vision project that aids 

visually impaired individuals in recognizing items and others within their field of view. 

Keywords: Computer Vision ‘Object Distance Estimation; Object Detection and Recognition 

Introduction 

Computer vision is a discipline focused on enabling computers to perceive their surroundings 

like human vision. This field encompasses techniques for acquiring, processing, analyzing, and 

extracting valuable insights from single images or sequences of images. Numerous computer 

vision technologies have been created to support individuals who are blind or have visual 

impairments. 

Some computer vision techniques are: 

 Object Detection 

 Facial Recognition 

 Feature Detection 

The proposed work is easy to use; an assisted vision system has been developed and put into 

use to assist blind and VI people in moving around in any given area. The system informs the 

user of the object's distance from them, which it calculates, enabling them to move at a high 

speed. The system will alert the user when items are approaching him, preventing mishaps. 

Past Studies: Review of Literature 
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As discussed in their paper, Mahendran et al. (2021) articulated that bypasses the need for 

power-hungry GPU-based equipment needed for the majority of deep learning algorithms to 

perform inference real-time uses edge AI emulates the like the neural compute stick-2, model 

optimizer applications such as Open Vino and Tensor Flow Lite and Smart depth-sensing 

devices such as the OpenCV AI kit depth (OAK-D). It has a system design of a perception 

module and a user interface. The perception module consists of primitive and advanced 

perception modules and localized modules. The user interface uses text-to-speech and SMS. In 

their paper, 

Sivan & Darsan (2016) suggested a device with object-detecting components that used text 

recognition, door detection, BRISK, and an intruder-detection security system. Because it may 

be used in real-time, the gadget can be used as a mobile assistive device for the blind and 

visually impaired. The gadget also features an integrated service-learning feature. 

According to the findings of this comprehensive review, Anthony & Kusnadi's 2021 study 

shows that computer vision has a lot of potential for use by blind people. The main issues 

developers face are assessing proficiency and expediting response times. Eventually, we hope 

to have a complete package or solution encompassing mapping, indoor and outdoor navigation, 

object and obstacle recognition, person recognition, human crowd behavior, crowd human 

counting, study/reading, entertainment, and more for blind and vision-impaired individuals to 

use on handheld devices (like Android). 

In the work of Jafri et al. (2013), we see that one of the biggest challenges the visually impaired 

have is being able to recognize generic objects in their environment, and to date, there are not 

very many assistive technology solutions for assisting the visually impaired and those with low 

vision. However, several computer vision-based opportunities have emerged in the last couple 

of years to help with this by placing visual tags on objects. What makes these approaches 

unique is capitalizing on commercial off-the-shelf hardware, mobile, and other technologies to 

develop an affordable, portable, easy-to-use, and, therefore, attractive solution to an immediate 

need. 

Gaps Identified 

After studying the previous paper, we found some gaps in their study. The gap we discovered 

that 

 No talk of facial recognition. There is no talk of distance detection from the user. 
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 Sometimes, blurring of the images. The processor speed sometimes compromises 

system performance. 

OBJECTIVES 

Text recognition: The text recognition feature detects and extracts text from video frames 

captured by the webcam. This text is then processed and announced using a text-to-speech 

engine. The feature aims to enhance the script's functionality by recognizing and vocalizing 

text in the video feed. 

GPS: GPS is a satellite-based navigation system that uses satellites to calculate one's location, 

speed, and time anywhere on the Earth. GPS uses signals from distantly located satellites to 

know precisely (Loomis et al.,2001) where the receiver is on Earth's surface. It is often used 

for navigation, mapping, tracking, and many other applications. 

Distance Measurement: Distance detection using a camera. Using a single-camera approach, 

this method estimates the distance between a camera and an object (such as a human face). By 

leveraging the known real-world width of an object and its apparent size in the captured frame, 

the system calculates distance based on the principles of the pinhole camera model. 

PROBLEM STATEMENT 

Visually impaired individuals face significant challenges navigating their surroundings and 

identifying objects and people in their environment. Current assistive technologies cannot often 

provide seamless, real-time, accurate recognition of faces and objects. 

METHODOLOGY ADOPTED 

This proposed work contributes to several things, including text recognition, object detection, 

and obstacle distance estimation. The Object detection structure is shown in Figure 1. 
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(Figure 1) 

METHODOLOGY ADOPTED 

Text recognition 

 Convert Frame to Grayscale: The video frame is converted to a grayscale image 

to simplify text recognition. 

 Extract Text Using Tesseract: The grayscale image is passed to Tesseract OCR 

to extract text. Tesseract is an open-source OCR engine that can recognize text in 

images. 

 Process Extracted Text: The extracted text is cleaned by removing extra spaces and 

ensuring it meets a minimum length requirement. This step helps in avoiding false 
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positives and irrelevant text. 

 Announce Detected Text: If the processed text is sufficiently long and a specific time 

delay has passed since the last announcement, the text is announced using the text-to- 

speech engine. 

 Display the Frame: The video frame is displayed with any detected text, faces, and 

objects. This provides a visual representation of the detections. 

Object detection 

The primary component of the device is object detection, which is the action of locating objects. 

Many algorithms in deep learning and machine learning focus on object detection. In this 

situation, we will be training the device to detect objects in a way that it will identify an object 

when it is in front of the device. Thus, object detection is essential to knowing what object is 

in front of the user. 

Single Shot Detector 

SSD classifies classes by one feedforward convolutional network structure without requiring a 

two-stage classification. It eliminates bounding box proposals, such as those used in R-CNNs. 

It uses a trainable stack of convolutional filters that progressively downsample spatial 

dimensions to detect object classes and bounding box offsets in prediction. VGG-16 serves as 

the foundation network of SSD, with several multi-box convolutional layers that follow. Eight 

thousand seven hundred thirty-two bounding boxes take SSD to realize the highest attainable 

scale, aspect ratio, and location capture. SSD never marks an object when the confidence level 

is lower than 0.001. The loss function includes confidence loss mixed with localization loss. 

Distance detection 

Detect faces using a Haar Cascade classifier, compute focal length using a reference image, 

estimate distance in real-time, and overlay the calculated distance onto the video feed. 

Result and discussion 

The experiment results were achieved with a trained Microsoft Coco dataset, SSD MobileNet 

(Howard et al., 2001). Figure 2 shows the start button of the proposed application. Every object 

detected will be assigned a score, which will show the accuracy of the matched object when 

identifying the trained object. In Figure 2, one notices that the camera determines the object 

(bed) in front of it, and the object is given a score based on the accuracy of object identification. 

In the example of the object bed, the object's given score is 79%; therefore, it states that it is 

higher than the object. Along with Figure 3, the objects identified through the object detection 
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method approach (backpacks and beds) will also be highlighted. The proposed application can 

also detect mobile phones; as seen in Figure 5, a cell phone is identified with a score of 84%. 

      
                                

Figure 1. Start Button                                     Figure 2. Detecting Objects with 79% 

              

Figure 3: Detecting a backpack with 71%.                                     Figure 4: Detecting a backpack with 75% 
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Figure 5: Detecting mobile phones with 84% 

Conclusion 

Calculating distance was crucial as it offered the most significant advantage to the user. When 

the user engages with the device, any item in front of them will be recognized and conveyed to 

the user, along with the object's distance from their position. This will increase its utility since 

he can now comprehend the object's position before him rather than just identifying which 

object is before him. The assisted vision project assists visually impaired individuals in 

recognizing objects and individuals within their sight range. It employs object detection, object 

recognition, and measurement of distance. We anticipate integrating this system into glasses 

worn by visually impaired individuals heading towards him. 

For example, suppose a vehicle approaches the user closely and its behavior indicates that it 

may collide with the user. In that case, the system will then prompt the user to move in a 

particular direction as a way for the user to escape from these actions. 
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